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Abstract. Nowadays, explanations are necessary to let users trust the
outcomes of recommender systems. However, the evaluation of such ex-
planations is a difficult task. It usually requires ad-hoc solutions focused
on the desired effect of the explanation in the target user. Moreover,
there are several heterogeneous methodologies in the literature, either
online or offline, that could be useful for the evaluation of novel rec-
ommender systems. This paper presents a review and classification of 28
evaluations of explanations in recommender systems. The goal is to serve
as a reference for researchers facing the task of evaluating explanations
in recommender systems.

1 Introduction

Recommender systems are one of the most important tools to make decisions in
the task of acquiring new products. The need of explanations in recommenders
is obvious when users do not understand why an item (for example, a movie, a
book, a song) is recommended to her. This causes mistrust to users, therefore
they do not take into account the recommendations provided by these types of
systems. Due to this need, research in explanations for recommenders is on the
rise currently.

There are many types of explanations, as we reviewed in a previous work [9].
These evaluations are designed in many ways and differ depending on what the
goals of the explanation. However, the evaluations have features in common,
therefore we can classify them in several types. In this work, we make a review
of the different styles of evaluations that we can find in current literature and
we discuss the differences among them. We also provide concrete examples.

In Section 2, we review the related work and the previous works regarding
the classification of evaluations in recommmender systems. Later, we propose
the classification model in Section 3, where we define the two main facets of our
proposal. Finally, in Section 4, we provide some examples of the different model
types and we give some results from a model validation. Finally, we introduce
some conclusions and future work in Section 5.
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2 Background

Nowadays, many research publications address evaluations in recommender sys-
tems and explanations. Many of them are surveys or reviews about this subject.
In [40], we can observe an overview of evaluations which focuses on the effective-
ness of explanations. Thanks to that, we can notice the importance of helping
users to make good decisions. The work in [39] identifies some guidelines to eval-
uate explanations regarding their goals. Furthermore, it considers the benefits
of using explanations and how we can measure them in an evaluation. The work
in [13] does a review about explanations in recommender systems. It delves into
the type of explanation interfaces and the criteria necessary to evaluate explana-
tions. A guideline for making evaluations with users is detailed in [23]. Moreover,
we find in [38] some problems produced in the evaluation of effectiveness in ex-
planations and the way to solve them.

3 Evaluation of explanations in recommender systems

After the review of current surveys on this topic and the analysis of the evalua-
tion systems presented in Section 4, we can deduce several common features in
the evaluation process. Regarding these features, we can classify evaluations for
explanations in recommender systems into two facets: the goal of the evaluation
and the type of experimental process. The goal of the evaluation refers to the
desired effect the explanation should have in the target user. Depending on that
goal, the evaluation must be designed accordingly. The experimental process
refers to the type of procedures and resources used to evaluate the explanations.
Next, we discuss both facets.

3.1 Goal-directed evaluation

In general, explanations try to provide different properties to a recommendation,
that affect the target user. The main goals of an explanation are related to the
user and to the effect that we want to cause to this user. In the literature [29,
40], objectives of explanations are reviewed. In our previous work [9], we defined
them and proposed two levels of goals: top-level goals, focused on the user; and
low-level goals, which try to achieve the top-level goals. As evaluations take into
account these goals to measure how good are the explanations designed, we can
classify the evaluation of explanations according them.

We classified the top-level goals into three groups [9, 29]: Improve user reten-
tion (this goal refers to the increment of probabilities of a user returns to the
recommendation system), Improve user experience (the explanations with this
goal try the users enjoy the recommendation activity and help them to make
good decisions) and Justify recommendation (the goal of these explanations is
to help the users to understand the recommendations, explaining why an item
was recommended).



The low-level goals can be defined as criteria to design good explanations that
help to accomplish the top-level goals. According to this and taking into account
the literature, we defined the following low-level goals [9, 29]: Effectiveness, (an
effective explanation helps the user to get the items that she wants [36]), Ef-
ficiency, (an efficient explanation helps the user make decisions quickly [36]),
Trust, (when users understand why the system has recommend to them an item,
they use it more, because they rely on the system. Therefore, a good explana-
tion has to provide trust to the user [3, 7, 36]), Scrutability, (if an explanation is
scrutable, the user can provide feedback about how the recommender system is
working [36]), Persuasiveness, (an explanation is persuasive when it convinces
the user that the recommendation is suitable [7, 36]), Satisfaction, (explanations
help to increase the user’s perceived quality of the recommendations, enhanc-
ing user experience, general user enjoyment and pleasure with the system [36]),
Transparency, (the transparency in an explanation allows to specify how and
why a recommendation is made [7, 36]), Education, (with explanations, users can
learn something that could help them. If users feel that they learn something, the
probabilities of a user returning to the recommendation system improves [7]),
Debugging, (explanations allow users to identify bugs in the recommendation
system [7]).

3.2 Experimental Process

Another factor that we can use to classify evaluations in explanations is the pro-
cess to make this evaluation. In the same way, as in evaluations for recommen-
dation systems, the performance of the evaluation for an explanation depends
on the experimental process [18, 23]. We can classify the evaluations according
to this:

– Online evaluation. It is an evaluation carried out with users. The users make
use of the explanation system and decide how good is the explanation shown
by the system. This is the most difficult evaluation option, due to the human
resources needed, but it is also the most reliable type because we directly
assess users’ opinions. That is why this is the most used type of evaluation.
The performance consists of four important steps to know the users, collect
data, and analyze them.

– Offline evaluation. This type of evaluation is carried out with an existing
dataset. It allows to make an extensive evaluation in a fast way and cheaper.
We can even use several datasets and compare many techniques easier. How-
ever, this option is much less used than the previous one because is less
trustworthy.

3.2.1 Online evaluation We need to carry out online evaluations when we
require to collect more information that an offline evaluation can provide to us
about the explanation system evaluated. It considers users’ behavior while they
use the system, and more difficult goals to measure, as the satisfaction or the



transparency. The interactions between users and items are real. Therefore, the
information extracted from the evaluation is more reliable and accurate [34].

It is important to define what are the goals that we can measure and how is
going to be performed the evaluation process. We should detail the questionnaires
and the tasks we want the users to carry out. Typically, there are four steps in
an online evaluation, that we should prepare with anticipation [18, 23, 34]:

– Recruiting. An initial questionnaire is usually asked to complete before the
evaluation. This questionnaire tries to collect information about the user’s
profile, like age, gender, level of studies or personal data about the domain
of the system.

– Tasks description. Several tasks are asked the user. The user has to do these
tasks, while the evaluator observes her behaviour and collect information
about.

– Final questionnaire. This questionnaire tries to collect the user’s perception
of how the explanation works for her. It has to be designed to measure the
goals defined during the creation of the evaluation process.

– Analysis of results. The results are analyzed to check how good are the
explanations evaluated. In online evaluations, statistical measures are usually
used to get better conclusions from the questionnaire data.

3.2.2 Offline evaluation As we mentioned, offline evaluations use a precol-
lected dataset of users interacting with items, for example, a dataset of ratings.
The main goal of this type of evaluation is trying to understand the users’ be-
havior when they use the explanation system that is being evaluated. Although
offline evaluations allow measuring the prediction effectiveness of an explana-
tion technique, they are not reliable for measuring other goals like satisfaction
or trust. However, they are useful when we can not access to the resources from
an online evaluation [34].

The procedure to carry out the evaluation is an iterative process on a dataset.
The methodology of these procedures is similar to the methodology used in the
evaluation of recommender and information retrieval systems. It consists of four
steps:

– Split the dataset into two partitions. As a result, there is a training set, to
generate the explanations, and an evaluation set, to make the evaluation.
The split can be carried out in many ways, for example, by the timestamp.

– Generation of the explanations. Explanations are generated with the infor-
mation included in the training set.

– Evaluation of results. It consists of a comparison between the results got in
the previous step, and the information included in the evaluation set. If the
results are similar, then the explanation system evaluated works effectively.
It means that the predicted behavior of the users with the explanations got
by the system is the expected behavior.

– Analysis of results. The results are analyzed to check if the goals defined for
the explanation system are present in the system. Evaluation metrics are
used to measure the comparison carried put in the previous step.



4 Evaluation approaches for recommender systems

Now that we have analysed the goals and methodologies for the evaluation of
recommender systems, we present a list of such systems analyzed according to
those features:

– E1 [16]. It discusses different ways of explaining recommendations, focusing
on the display format. The authors evaluate the explanations in two phases.
The first one was an experiment with users interacting with the recommender
system. Analysis of usage logs and questionnaires are carried out. The second
phase is an interview with users to validate the previous data.

– E2 [25]. It proposes a system of explanations for Shopr, an Android app for
finding interesting clothes. Their explanations are interactive. The evaluation
performed is a complete study with users, following the model of a typical
online evaluation with a five-point Likert scale questionnaire.

– E3 [41]. It introduces a novel explanation approach based on tags. The eval-
uation presents a survey with three parts, where participants answer a five-
point Likert scale questionnaire about the proposed explanations.

– E4 [2]. Authors use graphs and link prediction techniques in order to explain
the recommendations. The evaluation is based on measuring the accuracy of
predicted links using cross-validation. Moreover, they measure the efficiency
comparing those results with a baseline of common neighbors and features.

– E5 [11]. It introduces an explanation system that uses crowdsourcing to get
relevant topics to justify recommendations. In this case, the evaluation is a
user study where the proposal is compared with the approach in E3.

– E6 [30]. It describes explanations for recommender systems based on social
elements and personality features. They carried out an evaluation with three
groups of users. Each group receives a specific type of explanation and they
analyzed the results got in the subsequent surveys.

– E7 [37]. This paper introduces an explanation system for movie recommen-
dations. The evaluation consists on a study with users. They observe a movie
recommendation with its explanations and, later they answer some questions
through a seven-point Likert scale.

– E8 [43]. It describes a framework to generate knowledge-based explanations
to provide transparency in recommendations. In the evaluation, users have
to perform some tasks with the tool and they answer a questionnaire based
on the TAM model.

– E9 [32]. Authors propose an approach to explain recommendations by show-
ing the context that satisfies the recommendation and the user’s situation.
To evaluate the system several recommendations with their explanations are
presented to the users. Then, they have to answer some questions with a
seven-point Likert scale.

– E10 [3]. This paper presents the results of an user study to analyse the influ-
ence of several explanation approaches on users. In this case, the evaluation
has three phases. In the first phase, they collect demographic data from
the users. In the next ones, users have to choose which recommendations or
explanations are the best for them.



– E11 [31]. The proposal explains recommendations based on matrix factor-
ization to provide transparency. The evaluation in this work is offline. With
users that scored similar ratings, they compare the different predictions car-
ried out by the proposal when the ratings change.

– E12 [17]. It describes a comparison between the explanations provided by a
knowledge-based system and provided by people. The evaluation is online.
First, users reply to some personal questions. Later, they watch several videos
and explains why they think people in videos are lying or not. Then, they
see the KBS explanation and answer questions related to TAM model.

– E13 [12]. It proposes an explanation system based on tags. This evaluation is
similar to previous online ones. First, users give some demographic data and
they rate movies according to the explanation style provided by the system,
before and after of watching its trailer. Finally, users rate the explanations
taking into account the system goals.

– E14 [42]. This publication introduces a probabilistic model based on matrix
factorization which makes a sentiment analysis on user reviews to generate
explanations. The evaluation consists of an online evaluation where users
rate a product before and after of interacting with it, using a five-point
Likert scale.

– E15 [22]. It proposes reciprocal explanations for recommendations in recip-
rocal environments, like online dating apps. The evaluation includes several
modalities, where users reply to five-point Likert scale questions or the ac-
ceptance rate is measured if users interact with the recommended ones.

– E16 [6]. This proposal uses LinkedIn API to explain recommendations based
on social and semantic knowledge using interactive visualization. In this
work, the evaluation is a typical online evaluation: with a step to know the
user, a step where users carry out tasks and the last step, where users fill
surveys about the system transparency using five-point Likert scale ques-
tions.

– E17 [5]. It introduces a visual and interactive explanation using hybrid tech-
niques from several social and semantic web resources. This is also an online
evaluation with a phase to know the user, a phase to perform tasks with the
system, and a last one to users evaluate the system, using a five-point Likert
scale.

– E18 [21]. It proposes an rule-based explanation approach for user-based col-
laborative recommendations. There perform an online evaluation and an of-
fline evaluation. In the online evaluation, users have to fill 5 questionnaires.
In the offline evaluation, each rule is evaluated through several measures,
like the similarity and novelty of the items got with the rule.

– E19 [24]. This publication describes an hybrid recommendation system with
explanations that personalized the visualization. Again, we find a user study,
with the classical steps in an online evaluation. We also find a seven-point
Likert scale

– E20 [28]. It proposes a framework to generate explanations using natural
language and Linked Open Data as a resource to build a graph of descriptive
features. They performed an evaluation that consist on collecting data from



users and evaluating explanation with surveys that use a five-point Likert
scale.

– E21 [20]. This work proposes a case-based explanation method for recom-
mender systems based on matrix factorization. Authors evaluate the expla-
nation system with an offline evaluation, comparing the ratings predicted by
the recommender system with the actual ratings of the items retrieved by
the explanation system.

– E22 [15]. This work uses Formal Concept Analysis to build user profiles em-
ployed to explain recommendations. The system is evaluated offline, analyz-
ing several metrics, like height or average children, to measure the efficiency
of FCA explaining user profiles.

– E23 [10]. We introduce a new explanation method that uses interaction
graphs and link prediction techniques to explain black box recommenda-
tions. The evaluation is performed in the same way that the E21 approach.

– E24 [27]. It introduces a case-based explanation system for hotel recom-
mendations that extracts features from user reviews. It is evaluated offline,
analysing some properties of the items employed for the explanation.

– E25 [1]. Authors use an explainability graph in order to justify recommen-
dations provided by a matrix factorization system. To evaluate the explana-
tions, they propose two measures: explainability precision and explainability
recall. Therefore, they performed an offline evaluation.

– E26 [35]. This work proposes a content-based recommender system that ex-
plains why an item was recommended. This conversational tool uses CBR.
The evaluation is offline and measures the distance between the recom-
mended items and the items found in the evaluation set.

– E27 [26]. This is a classic work that introduces a CBR conversational system
that explains the recommendations provided to improve user acceptance. In
this case, the evaluation is offline and it measures the effectiveness through
sets of attributes. A recommendation is good when differs from the target
query only in a set of attributes.

– E28 [19]. This publication describes a recommender system for groups that
tries to satisfy all of the members’ constraints. It includes explanations for
the recommendations showing all of the users’ preferences. The evaluation
carried out here is an online evaluation, where users have to answer questions
about their preferences using the system.

5 Conclusions

Table 1 provides a classification of the studied systems. Regarding the goal facet,
we can observe that most of the evaluations have defined their goals. These goals
are diverse, but we can conclude that Effectiveness and Satisfaction are the most
analyzed ones. We can also find a pattern in the evaluations that not declare
what the goals studied specifically are. These evaluations are made in an offline
experimental process. We can assume that the main goal of an offline evaluation



Approach Goal
Experimental

Process

E1 SA / T / EFY / EF / PE Online

E2 T / SCR / EFY / SA Online

E3 T / EF / EFY Online

E4 EF Offline

E5 EFY / EF / TR / SA Online

E6 PE / EFY / TR / SA Online

E7 EF / TR / PE / T / SA Online

E8 TR / SA Online

E9 PE / EF Online

E10 TR / T / EF Online

E11 T Offline

E12 EF / SA Online

E13 EF / SA Online

E14 EF / PE / SA Online

Approach Goal
Experimental

Process

E15 SA / TR / T / EF Online

E16 SA / EF Online

E17 SA / EF Online

E18 EF
Offline /
Online

E19 PE / SA / EF Online

E20 T / PE / SA / TR / EF Online

E21 EF Offline

E22 EF Offline

E23 EF Offline

E24 EF Offline

E25 EF / T Offline

E26 EF / EFY Offline

E27 EF Offline

E28 EF / SA / T / PE Online

Goals: Transparency (T), Scrutability (SCR), Trust (TR) Persuasiveness (PE), Effectiveness (EF), Efficiency (EFY)
and Satisfaction (SA)

Table 1: Classification of evaluations studied according to our model.

is the effectiveness because it is the feature measured by the metrics used in this
type of evaluations.

As we mentioned, online evaluation is the most used type of evaluation be-
cause it provides more information than offline ones. We can see more details
about the opinions of users, and we can measure other more difficult goals to
measure, like Satisfaction. For this reason, in our validation, there are more
online evaluations than offline ones.
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